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Introduction

The original HIJING [1] (Heavy lon Jet INteraction Generator) Monte Carlo model was developed by M. Gyulassy and X.-N. Wang with special emphasis on the role of minijets in
proton-proton (pp), proton-nucleus (pA) and nucleus-nucleus (AA) reactions at collider energies in a wide range from 5 GeV to 2 TeV. Since the release of the first HIJING version a
number of underlying libraries has undergone a major upgrade connected with structural changes, and they got rewritten to C++, becoming a standard now in the high-energy
community. Hence, we decided to upgrade HIJING accordingly, to be a genuine, C++ based, modular event generator, with the most recent versions of PYTHIA8 [2] and
LHAPDF®6 [3], and be compatible with the experimental frameworks. We present the current status of HIJING++ for LHC energies. Here, we summarize the structure and the
speed gain due to parallelization of the new program code, also presenting some comparison between experimental data.
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