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At the world largest particle accelerators such as the Large Hadron Collider at CERN or the Relativistic Heavwy lon Collider at BNL hundreds of thousands of interesting interactions
may occur in every second. A special subset of these events are the high-energy heavy-ion collisions, aiming to investigate the birth of the Universe itself. These experimental
measurements are always accompanied by numerical calculations, such as Monte Carlo event generators. However, these calculations are computationally very intensive: even with a
state-of -the-art desktop machine many CPU hours (days, weeks sometimes) is needed to simulate only a few seconds of experimental data. Additionally, with the future
improvements of the LHC it will be an even bigger challenge 1o catch up computationally.
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art HPC solutions are needed.

 For collecting data, the HIJING++ thread management creates a separate histogram for each thread and merges them with
_ given frequency, which is a possible source for a bottleneck in the analysis interface, especially at large thread number
The HIJING++ framework Is the next generation of high-energy heavy-ion Monte  The ‘run several instance simultaneously and merge the results afterwards” type of parallelization
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