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concept of Analysis Facility (AF) has been introduced. The AFs are special computing centres with a combination of CPU and fast interconnected disk storage resources, allowing for rapid tumaround of analysis tasks on a subset of data.
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