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ATLAS
LHCb

ALICE
CMS
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Data, data, and more data
Large Hadron Collider data:
2021: 336 PB 
From 2022: 200+ PB/year
Simulations:
Computationally very expensive
1s LHC data ~ days of CPU time

4



Machine learning
● Data driven decisions
● Automated analysis
● Perform tasks without being 

explicitly programmed to do so
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Basic building blocks of a neural network
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Fully connected (dense): Convolutional:
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Basic building blocks of a neural network
Pooling:

https://sefiks.com/2020/02/02/dance-moves-of-deep-learning-activation-functions/

Activation functions:

Loss functions, optimizers...
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Example: FCNN
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Input layer

Dog?
Cat?

Hidden 
layer

Output 
layer

Loss function
Backpropagation
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Simple classification



Example: FCNN

PRC.53.2358 (1996), Bass, S. A.; Bischoff, A.; Maruhn, J. A.; Stöcker, H.; Greiner, W.
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Centrality determination



Popular architectures
Classifiers
 AlexNet (Comm. ACM. 60 (6): 84–90, 2012)
 VGG16 (138M parameters, 23 layers, arXiv:1409.1556)
 ResNet (25M+ parameters, arXiv:1512.03385)
 DenseNet (8M parameters, 121 layers, arXiv:1608.06993)

Object detection
 (Fast(er)) R-CNN (arXiv:1311.2524, arXiv:1504.08083, arXiv:1506.01497)
 YOLO (arXiv:1506.02640)
 Detectron (github.com/facebookresearch/detectron2)

Autonomous vehicles
Decision trees
Transformers
Generative adversarial networks (https://bit.ly/2YMCFdy)
(Variational) autoencoders
... 11



Machine Learning in HEP

https://iml-wg.github.io/HEPML-LivingReview/

2021 May: 417 references

Today: 568 references
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Machine Learning in HEP

https://iml-wg.github.io/HEPML-LivingReview/

2021 May: 417 references

Today: 568 references (+1)
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Track reconstruction

https://www.kaggle.com/c/trackml-particle-identification

Machine Learning in HEP
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Fig. 1. Left panel: Jet substructureobservables canprobeQCD dynamics inall energy regimes fromthehighest scaledownto⇤QCD
[1]. Rightpanel: Classificationof quarkandgluon jets inppandAA collisionsprovideanewmethodfor jetquenchingstudies [3].
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Fig. 2. Left panel: Pixel multiplicity distributions for quark andgluon jets in pp (upper) and AA (lower) collisions simulated using
Jewel . Middlepanel: Averagegluon jet imagein ppcollisions. Rightpanel: Telescopingdeconstructionof aQCD jet attheT3order.

In this proceeding weexploit this ideaand study classifications of quark and gluon jets in ppand AA
collisions. Thegoal is to extract complete jet features whichencodeall aspects of jet modifications in AA
collisions. Westudy thediscriminationof jets in ppandAA collisions andshowthat it is intimately related
toquark gluondiscrimination (right panel of Fig. 1) which aims to identify di↵erences between quark and
gluon jets. Weusethreeapproaches, starting fromamultivariateanalysis of a list of physics-motivated jet
observables (left panel of Fig. 2). Ontheotherhand, weapply imagerecognition techniqueswhich identify
relevant features using machine learning methods (middlepanel of Fig. 2). In between we introduce the
telescoping deconstruction framework which aims to organize and capture completephysical information
withinjetsusingtelescopingsubjets(rightpanel of Fig. 2). Belowwebrieflysummarizeeachof themethod.

2. Quark and gluon jet substructureand modification

Thequark and gluon enriched jet samples used in this work weregenerated using theprompt photon
production channels q+γ and g+γ in Jewel . Thephysics-motivated, multivariateanalysis constructively
combines information captured ineach individual jet observable. Weconsider fiverepresentativeones: jet
mass and radial moments which are infrared and collinear (IRC) safe, as well as IRC-unsafe observables
of pD

T and pixel multiplicity. Ingeneral, fromindividual plots wesee that gluon jets havebroader energy
distributions and softer hadron fragmentation compared to quark jets, and medium interactions result in
broader energy distribution and softer hadron fragmentation for both quark and gluon jets. The jet image
method trains a deep convolutional neural network (CNN) on quark and gluon jet images in pp and AA
collisions [4]. Theenergy distribution in rapidity yandazimuthal angleφ isdiscretized with afinitepixel
size. TheCNN is then apowerful model capable of processing raw pixel jet dataand finduseful features
which help maximize theseparation among jet samples. Fromtheaverage jet images, we see again that
gluon jets aremorespread out and populating morepixelswith soft particles compared to quark jets, and
themediumbroadens theenergydistribution.

TheTD framework probes energy flows within jets using subjets with multiple angular resolutions [5,
6]. It decomposes jet information in a fixed-order expansion organized by thenumber of reconstructed
subjets. The procedure starts from identifying N dominant energy flow directions along soft-recoil free

Quark/gluon jet separation

arXiv:1803.03589

https://doi.org/10.1007/JHEP01(2017)110

Machine Learning in HEP
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Jet reconstruction

https://doi.org/10.1103/PhysRevC.99.064904

https://doi.org/10.22323/1.364.0312

Machine Learning in HEP

16



Tuning Monte Carlo event generators

https://doi.org/10.1103/PhysRevLett.120.042003

https://doi.org/10.1016/j.cpc.2021.107908

Machine Learning in HEP
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Parton shower and hadronization



Parton shower

19

J.W. Monk: Deep Learning as a Parton Shower (arXiv:1807.03685)

Dataset: 
 500 000 QCD pp event @ 7 TeV, generated by Sherpa



The goal of this study

20

Partons → hadrons
Non-perturbative process
Lund-fragmentation (Comput.Phys.Commun. 27 (1982) 243)

Hadronization

???



“The nice thing about artificial intelligence is that at least it’s better 
than artificial stupidity.”

Terry Pratchett, Stephen Baxter: The Long War



Train and validation sets
Monte Carlo data: Pythia 8.303

Monash tune

Selection: 
 All final particles with
 At least 2 jets

 Anti-kT
 R=0.6
 pT>40 GeV

Event number:
 Train: 100 000
 Validation: 30 000
 ~17 GB raw data

Input:
Parton level

Discretized in the           plane: px, py, pz, E, m, multiplicity

                   ,   81 bins

                  ,    54 bins
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Train and validation sets
Output:

Hadron level
Event multiplicity, #Jets, aplanarity, sphericity, tr-sphericity

Eigenvalues:

Sphericity:

Transverse sphericity:

Aplanarity:
23



Models
Model 1 Model 2 Model 3 Model 4

Base ResNet-32 ResNet-32 DenseNet-4x4 DenseNet-5x5

Last 
activation

Sigmoid Sigmoid Sigmoid Sigmoid

Loss Huber Binary 
crossentropy

Binary 
crossentropy

Binary 
crossentropy

Trainable 
parameters

468 373 468 373 422 984 1 137 295
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Used hardwares: Nvidia Tesla T4, GeForce GTX 1080, GeForce GTX 980

Framework: Tensorflow 2.4.1, Keras 2.4.0



ResNet and DenseNet variants

25

Stacking more layers: solve complex problems more efficiently, get 
highly accurate results

BUT:
Vanishing/exploding gradients (not to confuse with overfitting)

Residual blocks with “skip connections”
Each layer is receiving a “collective knowledge” 
from all preceding layers

ResNet DenseNet



Preliminary results
(any feedback is very welcome!)



Proton-proton @ 7 TeV
Training + Validation
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Model 1 Model 2 Model 3 Model 4

ResNet-
Huber

ResNet-
BinCrossE

DenseNet 
small

DenseNet 
large
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Proton-proton @ 7 TeV
Training + Validation
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Model 1 Model 2 Model 3 Model 4

ResNet-
Huber

ResNet-
BinCrossE

DenseNet 
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DenseNet 
large



Proton-proton @ 5.02 TeV, 13 TeV
Prediction

3013 TeV

5.02 TeV



Thank you for your attention!

Summary

The research was supported by OTKA grants K135515, K123815, NKFIH 2019-2.1.6-NEMZKI-2019-00011, NKFIH within the 
framework of the MILAB Artificial Intelligence National Laboratory Program and by the Wigner GPU Laboratory.

Plans

Traditional computer vision algorithms capture the main features of high-energy event 
variables successfully

Generalization to other CM energies: multiplicity scaling

Various architectures (hyperparameter fine-tuning)

Other observables (pT, rapidity, particle species)

Heavy ion (centralities, collective effects)
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